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Abstract. Let G = (Z/nZ) ⊕ (Z/nZ). Let s≤k(G) be the smallest integer ℓ such that every

sequence of ℓ terms from G, with repetition allowed, has a nonempty zero-sum subsequence

with length at most k. It is known that s≤2n−1−k(G) = 2n − 1 + k for k ∈ [0, n − 1], with the

structure of extremal sequences showing this bound tight determined when k ∈ {0, 1, n − 1},
and for various special cases when k ∈ [2, n − 2]. For the remaining values k ∈ [2, n − 2], the

characterization of extremal sequences of length 2n − 2 + k avoiding a nonempty zero-sum of

length at most 2n− 1−k remained open in general, with it conjectured that they must all have

the form e
[n−1]
1 · e[n−1]

2 · (e1 + e2)
[k] for some basis (e1, e2) for G. Here x[n] denotes a sequence

consisting of the term x repeated n times. In this paper, we establish this conjecture for all

k ∈ [2, n − 2] when n is prime, which in view of other recent work, implies the conjectured

structure for all rank two abelian groups.

1. Introduction

Let Cn denote a cyclic group of order n. Let G be a finite abelian group written additively.

Then G = Cn1 ⊕ Cn2 ⊕ . . . ⊕ Cnr with 1 < n1 | n2 | . . . | nr, where r(G) = r is the rank of G,

and exp(G) = nr is the exponent of G. Following standardized notation [14] [15] [19] detailed

in Section 2, let

S = g1 · . . . · gℓ
be a (finite and unordered) sequence of terms gi ∈ G, written as a multiplicative string with

repetition of terms allowed. Such a sequence is called zero-sum if the sum of its terms equals

zero,
∑ℓ

i=1 gi = 0.

The Davenport Constant of G is the minimal integer D(G) such that any sequence of terms

from G with length |S| ≥ D(G) must have a nonempty zero-sum subsequence. It is one of the

most well studied combinatorial invariants in Additive Number Theory, both of interest from

a purely combinatorial perspective as well due to its relevance to the study of Factorization in

structures from Commutative Algebra [14] [15]. Despite this, its exact value is known only for

very limited groups, including p-groups and groups of rank at most 2. There, it is known that

D(G) = 1 +
r∑

i=1
(ni − 1) [25] [6] [26] [14]. In particular,

D(Cn) = n, D(Cn ⊕ Cn) = 2n− 1, and D(Cp ⊕ Cp ⊕ Cp) = 3p− 2,

for any n ≥ 1 and any p ≥ 2 prime, which we will use implicitly throughout the paper.
1
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The standard proof of D(Cn ⊕ Cn) = 2n − 1 [6] [26] [14] relies upon an inductive strategy,

reducing the general case to when n = p is prime, and making use of the axillary invariant

η(G), defined as the minimal integer such that any sequence of terms from G with length

|S| ≥ η(G) must have a nonempty zero-sum subsequence of length at most exp(G). Later,

Delorme, Ordaz and Quiroz introduced [5] the invariant s≤k(G) as a common generalization,

defined as the minimal integer such that any sequence of terms from G with length |S| ≥ s≤k(G)

must have a nonempty zero-sum subsequence of length at most k. Indeed, when k ≥ D(G), then

s≤k(G) = D(G), and when k = exp(G), then s≤k(G) = η(G). The relations between s≤k(G) and

Coding Theory were explored by Cohen and Zemor in [4]. Other related works that deal with

s≤k(G) can be found in [7] [31] [12]. The authors in [35] determined s≤k(G) for all finite abelian

groups of rank two. Note, since s≤k(G) = ∞ when k < exp(G), while s≤k(G) = s≤D(G)(G) for

all k ≥ D(G), that s≤D(G)−k(G) is primarily of interest for k ∈ [0,D(G)− exp(G)] = [0,m− 1],

meaning there is little need to consider values of k outside this range.

Theorem 1.1 ([35], Theorem 2). Let G = Cm⊕Cn, where m and n are integers with 1 ≤ m | n,
and let k ∈ [0,m− 1]. Then

s≤D(G)−k(G) = s≤n+m−1−k(G) = D(G) + k = m+ n− 1 + k.

In particular, for G = Cn ⊕ Cn, we know that

s≤D(G)(G) = D(G) = 2n− 1

and

s≤exp(G)(G) = η(G) = 3n− 2.

It is then natural to ask which extremal sequences with terms from G show these bounds are

tight, i.e., can those sequences S with length |S| = D(G)−1+k = 2n−2+k having no nonempty

zero-sum subsequence of length at most D(G) − k = 2n − 1 − k be characterized? The cases

k ∈ {0, 1, n− 1} were eventually resolved, with precise structure following due to the combined

efforts from numerous papers [8] [9] [30] [20] [34] (See Conjecture 1.2 and Theorem 2.4). The

resulting characterization has proved useful in various applications, e.g., [1] [2] [10] [13] [16] [17]

[18] [24] [27] [28] [29] [32]. In [23], the problem of characterizing the extremal sequences for

the invariant s≤D(G)−k(Cn ⊕Cn) was proposed (for n prime), with the conjecture stated in [23]

naturally extended to composite values of n in [21]. The conjectured structure, including the

known cases for k ∈ {0, 1, n− 1}, can be summarized as follows. Here x[m] = x · . . . · x denotes

the sequence consisting of the element x ∈ G repeated m times.

Conjecture 1.2 ([21], Conjecture 1.1). Let n ≥ 2, let G = Cn⊕Cn, let k ∈ [0, n− 1], and let S

be a sequence of terms from G with length |S| = D(G)+ k− 1 = 2n− 2+ k having no nonempty

zero-sum subsequence of length at most D(G)−k = 2n− 1−k. Then there exists a basis (e1, e2)

for G such that the following hold.

1. If k = 0, then S · g satisfies the description given in Item 2, where g = −σ(S).
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2. If k = 1, then

S = e
[n−1]
1 ·

∏•

i∈[1,n]
(xie1 + e2),

for some x1, ..., xn ∈ [0, n− 1] with x1 + ...+ xn ≡ 1 mod n.

3. If k ∈ [2, n− 2], then

S = e
[n−1]
1 · e[n−1]

2 · (e1 + e2)
[k].

4. If k = n− 1, then

e
[n−1]
1 · e[n−1]

2 · (xe1 + e2)
[k].

for some x ∈ [1, n− 1] with gcd (x, n) = 1.

As already noted, Conjecture 1.2 is known for k ∈ {0, 1, n−1}, leaving the range k ∈ [2, n−2]

open. In this range, Conjecture 1.2 is known in various specialized cases, including when k ≤
2n+1

3 with n a prime power [23] [21], as well as for several very specialized cases derived in [21].

In [21], it was shown how the Conjecture 1.2 holding when n = p is prime would imply the

general case. Specifically, the following was shown.

Theorem 1.3 ([21], Theorem 1.2). Let n,m ≥ 2 and let k ∈ [0,mn − 1] with k = kmn + kn,

where km ∈ [0,m− 1] and kn ∈ [0, n− 1]. Suppose Conjecture 1.2 holds for kn in Cn ⊕ Cn and

also for km in Cm ⊕ Cm. Then Conjecture 1.2 holds for k in Cmn ⊕ Cmn.

In another recent paper [22], a more complicated description of all extremal sequences for

a general rank two abelian group G = Cm ⊕ Cn was given and also shown to follow from

Conjecture 1.2. Thus the complete characterization of all extremal sequences for the invariant

s≤D(G)−k(Cm ⊕ Cn) is reduced to the case s≤D(G)−k(Cp ⊕ Cp) with p prime, where it remained

open for k ≥ 2p+2
3 . The goal of this paper is to resolve this case, establishing Item 3 in Conjecture

1.2 for all k ∈ [2, n − 2] when n = p is prime, which as discussed, thereby implies Conjecture

1.2 holds without restriction, and gives the full characterization of all extremal sequences for a

general rank two group. Specifically, we will show the following. As our proof does not rely on

the main result from [23] and works equally well for all values of k ∈ [2, p− 2], this also gives a

new proof of the cases k ≤ 2p+1
3 versus that from [23], though we will use arguments and lemmas

from [23].

Theorem 1.4. Let G = Cp ⊕ Cp with p a prime, let k ∈ [2, p− 2] be an integer, and let S be a

sequence of terms from G with |S| = D(G) + k − 1 = 2p− 2 + k having no nonempty zero-sum

subsequence of length at most D(G)− k = 2p− 1− k. Then there is a basis (e1, e2) for G such

that

S = e
[p−1]
1 · e[p−1]

2 · (e1 + e2)
[k].

The proof of Theorem 1.4 makes use of the characterization of extremal sequences for the

Davenport Constant D(Cp ⊕ Cp), some combinatorial arguments, and the arguments from two
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separate proofs of Theorem 1.1 (when m = n = p is prime): the original given in [35], as well

as a new one derived here and accomplished by lifting to the group Cp ⊕ Cp ⊕ Cp. The latter

is a variant on a strategy used for studying the Erdő-Ginzburg-Ziv Constant s(G) (see e.g. [14,

Proposition 5.8.1]), defined as the minimal integer such that any sequence of terms from G with

length |S| ≥ s(G) must have a nonempty zero-sum subsequence of length exactly exp(G). We

do not explicitly detail the argument separately, simply remarking that the proof of Lemma 3.5

easily modifies (when applied to an arbitrary sequence of length |S| = 2p− 1− k rather than a

specialized one of length |S| = 2p− 2 + k) to show s≤2p−1−k(Cp ⊕ Cp) = 2p− 1 + k.

2. Preliminaries

We will briefly present key concepts and notation used throughout this paper. Let N denote

the set of positive integers and N0 = N ∪ {0}. For x, y ∈ R, we use [x, y] = {z ∈ Z : x ≤ z ≤ y}
for the discrete interval between x and y. We use Cn to denote a cyclic group of order n ≥ 1.

Following standardized notation for combinatorial sequences ([15] [14] [19]), for an abelian

group G, we let F(G) be the free abelian monoid with basis G, whose elements consist of

finite strings of terms from G, with the order of terms in the string disregarded. The elements

S ∈ F(G) are called (finite and unordered) sequences S of terms from G, which have the form

S = g1 · g2 · ... · gℓ =
∏•

i∈[1,ℓ]
gi ∈ F(S),

with the gi ∈ G the terms of the sequence S. For k ≥ 0 and g ∈ G, we let g[k] = g · ... · g︸ ︷︷ ︸
k

be

the sequence with the term g repeating k times, with g[0] the empty sequence consisting of no

terms. Letting

vg(S) = {i ∈ [1, ℓ] : gi = g} ≥ 0

denote the multiplicity of the term g in S, we can then write S as

S =
∏•

g∈G
g[vg(S)] ∈ F(S).

If vg(S) ≥ 1, then we say that S contains g. We call T a subsequence of S if vg(T ) ≤ vg(S)

for all g ∈ G. In such case, let T [−1] · S = S · T [−1] denote the subsequence of S obtained by

removing the terms of T , that is,

T [−1] · S =
∏•

g∈G
g[vg(S)−vg(T )] ∈ F(S).

If T ∈ F(G) and k ≥ 1, we let T [k] = T · ... · T︸ ︷︷ ︸
k

be the sequence consisting of T repeating

k times. If T [k] is a subsequence of S, then T [−k] · S = S · T [−k] = (T [k])[−1] · S. We use the

following notation:

• |S| = ℓ =
∑

g∈G vg(S) ∈ N0 is the length of S,

• h(S) = max {vg(S) : g ∈ G} is the maximum multiplicity of S,



STRUCTURE OF A SEQUENCE WITH PRESCRIBED ZERO-SUM SUBSEQUENCES 5

• σ(S) =
∑ℓ

i=1 gi =
∑

g∈G vg(S)g ∈ G is the sum of terms in S,

• Σ(S) =
{∑

i∈I gi : I ⊆ [1, ℓ] with 1 ≤ |I| ≤ ℓ
}
is the set of all subsums of S,

• Σk(S) =
{∑

i∈I gi : I ⊆ [1, ℓ] with |I| = k
}
is the set of all length k subsums of S,

• Σ≤k(S) =
⋃

i∈[1,k]Σi(S).

A sequence S is called

• zero-sum free if 0 ̸∈ Σ(S),

• a zero-sum sequence if σ(S) = 0,

• a minimal zero-sum sequence if S is a nonempty zero-sum sequence that does not contain

any proper, nonempty zero-sum subsequence.

If G and H are abelian groups. Then any map ϕ : G → H can be extended to a map from

F(G) to F(H) by setting

ϕ(S) =
∏•

i∈[1,ℓ]
ϕ(gi).

We will need the following results and definitions.

Definition 2.1. Let G be an abelian group, let S = g1 · ... · gℓ ∈ F(G) be a sequence of terms

from G, where ℓ = |S|, and let k ≥ 0. Then

Nk(S) := |{I ⊆ [1, |S|] :
∑
i∈I

gi = 0 and |I| = k}|

denotes the number of zero-sum subsequence of S having length k.

Lemma 2.2 ([14], Proposition 5.5.8). Let p be a prime, let G be a finite abelian p-group, and

let S ∈ F(G) be a sequence of terms from G. If |S| ≥ D(G), then
|S|∑
i=0

(−1)iN i(S) ≡ 0 mod p.

Lemma 2.3 ([11], Lemma 2.7). Let G be an abelian group and let S ∈ F(G) be a zero-sum free

sequence. Then

|Σ(S)| ≥ |S|+ |supp(S)| − 1.

Theorem 2.4 ([9, 30]). Let G = Cn ⊕Cn with n ≥ 2 and let S ∈ F(G) be a minimal zero-sum

sequence with length D(G) = 2n− 1. Then S has the following form:

S = e
[n−1]
1 ·

∏•

i∈[1,n]
(xie1 + e2)

with xi ∈ [0, n− 1] and
∑n

i=1 xi ≡ 1 mod n, for some basis (e1, e2) for G.

Lemma 2.5 ([23], Lemma 15). Let G = Cn ⊕ Cn, let k ∈ [2, n− 2], and let

S = e
[n−1]
1 ·

∏•

i∈[1,n+k−1]
(xie1 + e2) ∈ F(G),

where xi ∈ [1, n] for i ∈ [1, n+ k − 1] and
∑n

i=1 xi ≡ 1 mod n. If 0 ̸∈ Σ≤2n−1−k(S), then there

exists a basis (e1, f2) for G, where f2 = xe1 + e2 for some x ∈ [1, n], such that

S = e
[n−1]
1 · f [n−1]

2 · (e1 + f2)
[k].
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3. Proof of main result

To start determining the structure of S ∈ F(C2
p) where |S| = 2p−2+k and 0 ̸∈ Σ≤D(C2

p)−k(S),

we will first show that S has a zero-sum subsequence of length D(C2
p). To accomplish this, we

will need the following two lemmas, which extend arguments used in [23, Lemma 14], themselves

based on the original proof of Theorem 1.1 given in [35].

Lemma 3.1. Let p be a prime and k ∈ [1, p− 1]. Consider the family of k linear congruencies

in the variables x1, . . . , xk:

(1)

(
2p− 2 + k

t

)
+

(
2k − 2

t

)
x1 +

(
2k − 3

t

)
x2 + . . .+

(
k − 1

t

)
xk ≡ 0 mod p,

where t ∈ [0, k − 1]. Then the unique solution to the above system is xs ≡ (−1)k−s+1
(

k
k−s+1

)
mod p for s ∈ [1, k].

Proof. Let X = (1, x1, ..., xk)
T and

A :=


(
2p−2+k

0

) (
2k−2
0

) (
2k−3
0

)
. . .

(
k−1
0

)(
2p−2+k

1

) (
2k−2
1

) (
2k−3
1

)
. . .

(
k−1
1

)
. . . . . . . . . . . . . . .(

2p−2+k
k−1

) (
2k−2
k−1

) (
2k−3
k−1

)
. . .

(
k−1
k−1

)
 .

From (1), we have

AX ≡ 0 mod p.

Since
(
n
0

)
= 1, for any n, we have

A = A1,0 =


(
2p−3+k

0

) (
2k−3
0

) (
2k−4
0

)
. . .

(
k−2
0

)(
2p−2+k

1

) (
2k−2
1

) (
2k−3
1

)
. . .

(
k−1
1

)
. . . . . . . . . . . . . . .(

2p−2+k
k−1

) (
2k−2
k−1

) (
2k−3
k−1

)
. . .

(
k−1
k−1

)
 .

By multiplying the first row of A1,0 by −1, adding it to the second row of A1,0 and using the

property
(
n
i

)
−
(
n−1
i−1

)
=
(
n−1
i

)
, we obtain

A1,1 =


(
2p−3+k

0

) (
2k−3
0

) (
2k−4
0

)
. . .

(
k−2
0

)(
2p−3+k

1

) (
2k−3
1

) (
2k−4
1

)
. . .

(
k−2
1

)
. . . . . . . . . . . . . . .(

2p−2+k
k−1

) (
2k−2
k−1

) (
2k−3
k−1

)
. . .

(
k−1
k−1

)
 .

We can repeat this process k− 1 times. That is, for 0 ≤ i ≤ k− 2, multiply row i+ 1 of A1,i by

−1 and add the result to row i+ 2 to construct A1,i+1. Then

A1,k−1 =


(
2p−3+k

0

) (
2k−3
0

) (
2k−4
0

)
. . .

(
k−2
0

)(
2p−3+k

1

) (
2k−3
1

) (
2k−4
1

)
. . .

(
k−2
1

)
. . . . . . . . . . . . . . .(

2p−3+k
k−1

) (
2k−3
k−1

) (
2k−4
k−1

)
. . .

(
k−2
k−1

)
 .
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Repeating the above technique of row operations ℓ ≤ k − 1 times, we obtain

Aℓ,k−1 =


(
2p−2+k−ℓ

0

) (
2k−2−ℓ

0

) (
2k−3−ℓ

0

)
. . .

(
k−1−ℓ

0

)(
2p−2+k−ℓ

1

) (
2k−2−ℓ

1

) (
2k−3−ℓ

1

)
. . .

(
k−1−ℓ

1

)
. . . . . . . . . . . . . . .(

2p−2+k−ℓ
k−1

) (
2k−2−ℓ
k−1

) (
2k−3−ℓ
k−1

)
. . .

(
k−1−ℓ
k−1

)
 .

Ultimately, for ℓ = k − 1, we obtain

Ak−1,k−1 =


(
2p−1
0

) (
k−1
0

) (
k−2
0

)
. . .

(
0
0

)(
2p−1
1

) (
k−1
1

) (
k−2
1

)
. . .

(
0
1

)
. . . . . . . . . . . . . . .(
2p−1
k−1

) (
k−1
k−1

) (
k−2
k−1

)
. . .

(
0

k−1

)
 ,

which is simply equal to A when k = 1. Since AX ≡ 0 mod p and
(
n
h

)
= 0 when 0 ≤ n < h, it

follows that AX ≡ Ak−1,k−1X ≡ 0 mod p. That is, for s ∈ [1, k],(
2p− 1

k − s

)
+

(
k − 1

k − s

)
x1 +

(
k − 2

k − s

)
x2 + . . .+

(
k − s

k − s

)
xs ≡ 0 mod p.

We will now proceed by induction on s ∈ [1, k]. By Lucas’s Theorem,
(
2p−1
h

)
≡
(
p−1
h

)
≡ (−1)h

mod p for 0 ≤ h ≤ p − 1. When s = 1, we have (−1)k−1 + x1 ≡
(
2p−1
k−1

)
+
(
k−1
k−1

)
x1 ≡ 0 mod p,

which implies that x1 ≡ (−1)k ≡ (−1)k
(
k
k

)
mod p. We will now assume s ≥ 2 and that xh ≡

(−1)k−h+1
(

k
k−h+1

)
mod p for all h ∈ [1, s−1]. Since

(
2p−1
k−s

)
+
(
k−1
k−s

)
x1+

(
k−2
k−s

)
x2+. . .+

(
k−s
k−s

)
xs ≡ 0

mod p and
(

2p−1
k−s+1

)
+
(

k−1
k−s+1

)
x1 +

(
k−2

k−s+1

)
x2 + . . .+

(
k−s+1
k−s+1

)
xs−1 ≡ 0 mod p, it follows that

xs ≡ −
(

2p− 1

k − s+ 1

)
−
(
2p− 1

k − s

)
−

s−1∑
h=1

((
k − h

k − s+ 1

)
+

(
k − h

k − s

))
xh

= −
(

2p

k − s+ 1

)
−

s−1∑
h=1

(
k − h+ 1

k − s+ 1

)
xh(2)

≡ −
s−1∑
h=1

(−1)k−h+1

(
k − h+ 1

k − s+ 1

)(
k

k − h+ 1

)
(3)

= (−1)k+1

(
k

k − s+ 1

) s−1∑
h=1

(−1)h−1

(
s− 1

s− h

)
(4)

= (−1)k−s+1

(
k

k − s+ 1

)
mod p,(5)

where (2) follows in view of the binomial identity
(
n
i

)
=
(
n−1
i

)
+
(
n−1
i−1

)
, where (3) follows in view

of 1 ≤ s ≤ k ≤ p − 1 and the induction hyopthesis, where (4) follows in view of the binomial

identity
(
b
a

)(
c
b

)
=
(
c
a

)(
c−a
b−a

)
for 0 ≤ a ≤ b, and where (5) follows by evaluating the polynomial

identity (x−1)s−1 =
∑s−1

h=1 x
s−h
(
s−1
s−h

)
(−1)h−1+(−1)s−1 at x = 1, which yields the desired value

for xs. □
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Lemma 3.2. Let G = Cp ⊕ Cp with p prime, let k ∈ [1, p− 1] be an integer, and let S ∈ F(G)

be a sequence of terms from G with |S| = D(G) + k − 1 = 2p − 2 + k and 0 ̸∈ Σ≤D(G)−k(S) =

Σ≤2p−1−k(S). Then the following hold.

(a) For all i ∈ [1,D(G)− k]∪ [D(G) + 1, 2D(G)− 2k+1] = [1, 2p− 1− k]∪ [2p, 4p− 2k− 1],

we have N i(S) = 0.

(b) ND(G)(S) ≡ k mod p. In particular, S contains at least k zero-sum subsequences of

length D(G) = 2p− 1, and any such zero-sum is minimal.

(c) If k ≥ 2, then σ(S) ̸= 0.

Proof. Recall that

D(G) = 2p− 1.

(a): By hypothesis, N i(S) = 0 for all i ∈ [1,D(G) − k]. If i ∈ [D(G) + 1, 2D(G) − 2k + 1] and

N i(S) ̸= 0, then S has a zero-sum subsequence of length i, say T . Since i > D(G), then T has a

nonempty zero-sum subsequence of length at most D(G), say R. Then R and R[−1] · T are both

nonempty, proper zero-sum subsequences of S, and one of them has length at most D(G) − k,

which is contrary to hypothesis.

(b): Let T be a subsequence of S of length |T | = |S| − t ≥ 2p− 1, where t ∈ [0, k − 1].

Suppose k ≤ 2p+ 1

3
. Then |S| = 2p− 2 + k ≤ 4p− 2k − 1 = D(G)− 2k + 1. By Lemma 2.2

and (a), we have

1 +

2p−1∑
i=2p−k

(−1)iN i(T ) ≡ 0 mod p.

From this, we have

∑
T |S,|T |=|S|−t

1 +

2p−1∑
i=2p−k

(−1)iN i(T )

 ≡ 0 mod p, for every t ∈ [0, k − 1].

By counting the number of times each zero-sum subsequence of S occurs in the above sum, we

obtain

(6)

(
|S|
|T |

)
+

2p−1∑
i=2p−k

(−1)i
(
|S| − i

|T | − i

)
N i(S) =

(
|S|
t

)
+

2p−1∑
i=2p−k

(−1)i
(
|S| − i

t

)
N i(S) ≡ 0 mod p,

for every t ∈ [0, k − 1]. Let us next derive a similar congruence when k ≥ 2p+2
3 .

Suppose k ≥ 2p+ 2

3
. Then |S| = 2p− 2 + k > 4p− 2k − 1, so by Lemma 2.2 and (a),

1 +

2p−1∑
i=2p−k

(−1)iN i(T ) +

2p−2+k∑
i=4p−2k

(−1)iN i(T ) ≡ 0 mod p.
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Through the same process we used when k ≤ 2p+ 1

3
, we obtain

(
|S|
t

)
+

2p−1∑
i=2p−k

(−1)i
(
|S| − i

t

)
N i(S) +

2p−2+k∑
i=4p−2k

(−1)i
(
|S| − i

t

)
N i(S) ≡ 0 mod p.

We have t ≤ k − 1 ≤ p− 1, so by Lucas’s Theorem, we find that
(|S|−i

t

)
≡
(
p+|S|−i

t

)
mod p for

i ∈ [4p− 2k, 2p− 2 + k]. As a result, we obtain(
|S|
t

)
+

2p−1∑
i=2p−k

(−1)i
(
|S| − i

t

)
N i(S) +

2p+k−2∑
i=4p−2k

(−1)i
(
p+ |S| − i

t

)
N i(S) ≡ 0 mod p.

By re-indexing the third summation, we obtain(
|S|
t

)
+

2p−1∑
i=2p−k

(−1)i
(
|S| − i

t

)
N i(S) +

p+k−2∑
i=3p−2k

(−1)i+p

(
|S| − i

t

)
N i+p(S) ≡ 0 mod p.

Since k < p, then 2p− k < 3p− 2k and p+ k − 2 < 2p− 1, so we obtain(
|S|
t

)
+

3p−2k−1∑
i=2p−k

(−1)i
(
|S| − i

t

)
N i(S)

+

p+k−2∑
i=3p−2k

(
|S| − i

t

)(
(−1)iN i(S) + (−1)i+pN i+p(S)

)
+

2p−1∑
i=p+k−1

(−1)i
(
|S| − i

t

)
N i(S) ≡ 0 mod p,

(7)

for every t ∈ [0, k − 1].

In view of (6) and (7), we can apply Lemma 3.1 to yield (−1)2p−1N2p−1(S) ≡ −
(
k
1

)
mod p.

Since 2p − 1 is odd, then N2p−1(S) ≡ k mod p. Since k ̸≡ 0 mod p and N2p−1(S) ≥ 0, then

N2p−1(S) ≥ k. Lastly, if a zero-sum subsequence of S of length 2p− 1 was not minimal, then S

would contain a subsequence of length at most p ≤ 2p− 1− k, which is contrary to hypothesis.

(c): Assume by contradiction that part (c) is false, that is, σ(S) = 0. Since k ̸≡ 0 mod p,

then N2p−1(S) ≥ 1 by (b), so S has a zero-sum subsequence of length 2p− 1, which we call T .

Since S is a zero-sum sequence, then T [−1] · S will be a zero-sum subsequence of S of length

|S| − |T | = k − 1 ∈ [1, p− 2] ⊆ [1, 2p− 1− k] (for k ≥ 2), which is contrary to hypothesis. □

Lemma 3.3. Let G = Cp ⊕ Cp with p prime, let k ∈ [1, p− 2] be an integer, and let S ∈ F(G)

be a sequence of terms from G with |S| = D(G) + k − 1 = 2p − 2 + k and 0 ̸∈ Σ≤D(G)−k(S) =

Σ≤2p−1−k(S). If (e1, e2) is a basis for G such that S = e
[p−1]
1 · e[p−1]

2 · T , then S = e
[p−1]
1 · e[p−1]

2 ·
(e1 + e2)

[k].
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Proof. If k = 1, then |S| = 2p − 1 = D(G) with 0 /∈ Σ≤2p−2(S) ensures that S is a minimal

zero-sum sequence of length 2p − 1, forcing T = e1 + e2, as desired. Therefore we can assume

k ≥ 2.

Let n ∈ [1, p] be the least positive integer congruent to n modulo p. Let ϕ : G → Z/pZ be

defined by xe1 + ye2 7→ x+ y − 1 mod p. Let T ′ =
∏•

i∈[1,|T ′|](xie1 + yie2), where xi, yi ∈ [1, p],

be an arbitrary nonempty subsequence of T . Then

σ(ϕ(T ′)) ≡
∑

i∈[1,|T ′|]

xi + yi − 1 ≡
∑

i∈[1,|T ′|]

xi +
∑

i∈[1,|T ′|]

yi − |T ′| mod p.

Since S′ := e
[p−

∑
i∈[1,|T ′|] xi]

1 · e
[p−

∑
i∈[1,|T ′|] yi]

2 · T ′ is a nonempty zero-sum subsequence of S, then

by Lemma 3.2 parts (a) and (c), we have

|S′| = 2p−
∑

i∈[1,|T ′|]

xi −
∑

i∈[1,|T ′|]

yi + |T ′| ∈ [2p− k, 2p− 1] ∪ [4p− 2k, 2p− 3 + k].

From this, we find that

σ(ϕ(T ′)) ≡
∑

i∈[1,|T ′|]

xi+
∑

i∈[1,|T ′|]

yi−|T ′| ∈ [1, k]∪[3−k, 2k−2p] ≡ [1, k]∪[p+3−k, 2k−p] mod p.

Since [p + 3 − k, 2k − p] ⊆ [4, k − 1], then σ(ϕ(T ′)) ∈ [1, k] mod p, and as T ′ was an arbitrary

nonempty subsequence of T , this shows that

Σ(ϕ(T )) ⊆ [1, k] mod p.

Since k ≤ p−2, then −1, 0 ̸∈ Σ(ϕ(T )). Thus we can apply Lemma 2.3 to obtain |supp(ϕ(T ))| = 1,

say ϕ(T ) = g[k] with g ̸= 0. As a result Σ(ϕ(T )) = {g, 2g, . . . , kg} ⊆ [1, k] mod p is an

arithmetic progression with difference g and length k ∈ [2, p − 2], and thus also equal to the

arithmetic progression [1, k] with difference 1 which contains it. Since an arithmetic progression

with difference g and length from [2, ord(g)− 2] has its difference unique up to sign (as is easily

verified), it follows that g = ±1, and as −1 /∈ Σ(ϕ(T )), we are left to conclude that g = 1,

meaning ϕ(T ) = 1[k].

So for any term of T , say αe1 + βe2 where α, β ∈ [1, p], we have α + β − 1 ≡ 1 mod p. Due

to the bounds on α and β, it follows that α + β = 2 or α + β = p + 2. If α + β = p + 2, then

e
[p−α]
1 ·e[p−β]

2 ·(αe1+βe2) is a zero-sum subsequence of S of length 2p−α−β+1 = p−1 ≤ 2p−1−k,

contrary to hypothesis. Therefore α+ β = 2, which forces α = β = 1 and T = (e1 + e2)
[k]. □

Lemma 3.4. Let G = Cp ⊕ Cp ⊕ Cp with p prime and let S ∈ F(G) be a minimal zero-sum

sequence of length D(G) = 3p − 2. If there is an e1 ∈ G such that ve1(S) ≥ p − 1, then there

exists e2, e3 ∈ G such that (e1, e2, e3) is a basis of G and S has the following form:

S = e
[p−1]
1 ·

∏•

i∈[1,p−1]
(αie1 + e2) ·

∏•

i∈[1,p]
(βie1 + γie2 + e3),

with αi, βi, γi ∈ [0, p− 1] and
∑p−1

i=1 αi +
∑p

i=1 βi ≡
∑p

i=1 γi ≡ 1 mod p.
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Proof. Since S is a minimal zero-sum of length 3p−2 > p, we must have ve1(S) ≤ p−1, whence

ve1(S) = p− 1. Since e1 ̸= 0, there exists an H ≤ G such that G = ⟨e1⟩ ⊕H, so S will have the

form

(8) S = e
[p−1]
1 ·

∏•

i∈[1,2p−1]
(xie1 + hi)

where hi ∈ H, xi ∈ [0, p − 1] and, clearly,
∑2p−1

i=1 xi ≡ 1 mod p. Consider the sequence

S′ =
∏•

i∈[1,2p−1]hi. Since S is zero-sum, it follows that S′ is zero-sum. Moreover, if S′ has

a proper, nonempty zero-sum T ′, then the corresponding subsequence of
∏•

i∈[1,2p−1](xie1 + hi)

will be a proper, nonempty subsequence whose sum lies in ⟨e1⟩, which can be made into a

proper, nonempty zero-sum subsequence of S by concatenating an appropriate number of terms

from e
[p−1]
1 . Since this would contradict that S is a minimal zero-sum, we conclude that S′ is

a minimal zero-sum of length 2p − 1 with terms from H ∼= Cp ⊕ Cp. Then by Theorem 2.4, it

follows that S′ has the form

S′ = e
[p−1]
2 ·

∏•

i∈[1,p]
(γie2 + e3)

with γi ∈ [0, p− 1] and
∑p

i=1 γi ≡ 1 mod p, for some basis (e2, e3) of H. By re-indexing S′, we

have that hi = e2 for i ∈ [1, p− 1] and hi = γi−p+1e2 + e3 for i ∈ [p, 2p− 1]. By setting αi = xi

for i ∈ [1, p− 1] and βi = xi+p−1 for i ∈ [1, p], we can rewrite (8), and S will have the form

(9) S = e
[p−1]
1 ·

∏•

i∈[1,p−1]
(αie1 + e2) ·

∏•

i∈[1,p]
(βie1 + γie2 + e3).

Since (e1, e2, e3) is a basis of G due to (e2, e3) being a basis of H,
∑n

i=1 γi ≡ 1 mod p, and∑p−1
i=1 αi +

∑p
i=1 βi =

∑2p−1
i=1 xi ≡ 1 mod p, then (9) has the desired properties. □

Lemma 3.5. Let G = Cp ⊕ Cp with p prime, let k ∈ [2, p− 2] be an integer, and let S ∈ F(G)

be a sequence of terms from G with |S| = D(G) + k − 1 = 2p − 2 + k and 0 ̸∈ Σ≤D(G)−k(S) =

Σ≤2p−1−k(S). If S has the form

S = e
[p−1]
1 ·

∏•

i∈[1,ℓ]
(aie1 + e2) ·

∏•

i∈[1,v]
(bie1 + xie2),

where (e1, e2) is a basis of G, ℓ ≥ p, ai, bi ∈ [1, p], xi ∈ [2, p − 1], and
∑p

i=1 ai ≡ 1 mod p,

then h
(∏•

i∈[1,ℓ](aie1 + e2)
)
= p− 1.

Proof. If v = 0, then we can apply Lemma 2.5 to complete the proof, so we will assume v ≥ 1.

Let G′ = Cp ⊕ Cp ⊕ Cp and let (e1, e2, e3) be a basis of G′. Let ϕ : G → G′ be the map defined

by xe1 + ye2 7→ xe1 + ye2 + e3 and let

(10) S′ = ϕ(S) · (−e3)
[p−k−1] · (−σ(S)− (2k − 1)e3) = S′

1 · S′
2 · S′

3 · S′
4 · S′

5,
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where

S′
1 = ϕ(e

[p−1]
1 ) = (e1 + e3)

[p−1],(11)

S′
2 = ϕ

(∏•

i∈[1,ℓ]
(aie1 + e2)

)
=
∏•

i∈[1,ℓ]
(aie1 + e2 + e3),(12)

S′
3 = ϕ

(∏•

i∈[1,v]
(bie1 + xie2)

)
=
∏•

i∈[1,v]
(bie1 + xie2 + e3),(13)

S′
4 = (−e3)

[p−k−1], and(14)

S′
5 = −σ(S)− (2k − 1)e3 = −

(
ℓ∑

i=1

ai +
v∑

i=1

bi − 1

)
e1 −

(
ℓ+

v∑
i=1

xi

)
e2 − (2k − 1)e3.(15)

Claim A: S′ is a minimal zero-sum sequence of length 3p− 2.

Proof of Claim A. Since ℓ+ v + p− 1 = |S| = 2p− 2 + k, then |S′| = 3p− 2. Also,

σ(S′) = (σ(S) + (2p− 2 + k)e3)− (p− k − 1)e3 − σ(S)− (2k − 1)e3 = pe3 = 0,

so S′ is zero-sum. Furthermore, by Lemma 3.2(c), −σ(S) − (2k − 1)e3 ̸= 0. Assume by con-

tradiction that S′ has a proper, nonempty zero-sum subsequence T ′. We will examine two

cases.

Case 1: Suppose −σ(S)− (2k − 1)e3 ̸∈ supp(T ′).

Then T ′ = ϕ(T ) · (−e3)
[i] where i ∈ [0, p− k − 1] and T is a subsequence of S. Observe that

0 = σ(T ′) = σ(T ) + (|T | − i)e3,

so |T | ≡ i mod p, and T is a nonempty zero-sum subsequence of S. From Lemma 3.2 part (a),

i ≡ |T | ∈ [2p− k, 2p− 1] ∪ [4p− 2k, 2p− 2 + k] ≡ [p− k, p− 1] mod p,

with the latter congruence holding since p − k ≤ 2p − 2k and k − 2 ≤ p − 3, which is contrary

to the definition of i.

Case 2: Suppose −σ(S)− (2k − 1)e3 ∈ supp(T ′).

Then T ′ = ϕ(T ) · (−e3)
[i] · (−σ(S)− (2k−1)e3) where i ∈ [0, p−k−1] and T is a subsequence

of S. Observe that

0 = σ(T ′) = σ(T )− σ(S) + (|T | − i− 2k + 1)e3,

so σ(T ) = σ(S) and |T | ≡ i+ 2k − 1 mod p. Consider T [−1] · S, which will be zero-sum. Also,

|T [−1] · S| = 2p− 2 + k − |T | ≡ 2p− k − 1− i mod p.

If T = S, then 2p− 2 + k = |S| = |T | ≡ i+ 2k − 1 forces i = p− k − 1, in which case T ′ = S′,

contradicting that T ′ is a proper zero-sum subsequence of S′. Therefore T [−1] ·S is a nonempty

zero-sum subsequence of S, so Lemma 3.2 parts (a) and (c) implies

2p− k − 1− i ∈ [2p− k, 2p− 1] ∪ [4p− 2k, 2p− 2 + k] ≡ [p− k, p− 1] mod p.
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From this, we have that i ∈ [p−k, p−1] mod p, which is also contrary to the definition of i. □

By Claim A, S′ satisfies the hypothesis of Lemma 3.4. Thus, by setting

f1 = e1 + e3,

there are f2 and f3 with (f1, f2, f3) a basis for G′ such that

(16) S′ = f
[p−1]
1 ·

∏•

i∈[1,p−1]
(αif1 + f2) ·

∏•

i∈[1,p]
(βif1 + γif2 + f3),

where αi, βi, γi ∈ [0, p − 1]. Since (e1, e2, e3) is a basis for G′ with f1 = e1 + e3, it follows that

(f1, e2, e3) is also a basis for G′. Moreover, we can replace f2 by af1 + f2, for any a ∈ [0, p− 1],

and (16) remains true using this alternative value of f2, adjusting the coefficients αi and βi

appropriately. Thus, by choosing a ∈ [0, p− 1] appropriately, we can w.l.o.g. assume

(17) f2 ∈ ⟨e2⟩ ⊕ ⟨e3⟩.

Our goal now will be to determine f2. By using the substitution f1 = e1 + e3 in (11)–(15),

we obtain

S′
1 = f

[p−1]
1 ,(18)

S′
2 =

∏•

i∈[1,ℓ]
(aif1 + e2 + (1− ai)e3),(19)

S′
3 =

∏•

i∈[1,v]
(bif1 + xie2 + (1− bi)e3),(20)

S′
4 = (−e3)

[p−k−1], and(21)

S′
5 = −

(
ℓ∑

i=1

ai +
v∑

i=1

bi − 1

)
f1 −

(
ℓ+

v∑
i=1

xi

)
e2 +

(
ℓ∑

i=1

ai +
v∑

i=1

bi − 2k

)
e3.(22)

Let π : G′ → ⟨e2⟩ ⊕ ⟨e3⟩ be the projection map defined by xf1 + ye2 + ze3 7→ ye2 + ze3. Let

Ω := π(S′
2 · S′

3 · S′
4 · S′

5) = π((f
[p−1]
1 )[−1] · S′).

By (16) and (17), we have vf2(Ω) ≥ p− 1. Since xi ∈ [2, p− 1], the supports of π(S′
2), π(S

′
3) and

π(S′
4) are pairwise disjoint with |π(S′

3)| = v = p+k−1−ℓ < p−2 and |π(S′
4)| = p−k−1 < p−2, so

the only way that vf2(Ω) ≥ p−1 is possible if either vf2(π(S
′
2)) ≥ p−1, or else vf2(π(S

′
2)) = p−2

and π(S′
5) = f2.

If vf2(π
′(S2)) ≥ p− 1, then

p− 1 ≤ vf2(π(S
′
2)) ≤ h(π(S′

2)) = h

(∏•

i∈[1,ℓ]
(aie1 + e2)

)
≤ p− 1,

where the equality in the middle is due to aie1 + e2 in S corresponding to e2 + (1 − ai)e3 in

π(S′
2), and the desired conclusion holds. Therefore we now assume

(23) vf2(π(S
′
2)) = p− 2 and π(S′

5) = f2.
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Since k ∈ [2, p − 2] ensures that p ≥ 5, we conclude from (23) that f2 is a term of π(S′
2),

whence f2 = e2 + (1− aj)e3 for some j ∈ [1, ℓ]. Now the term aie1 + e2 in S corresponds to the

term e2 + (1 − ai)e3 in π(S′
2). We can replace the basis (e1, e2) with the basis (e1, e

′
2), where

e′2 = aje1 + e2, and the hypotheses of the lemma remain valid replacing ai by a′i = ai − aj

for i ∈ [1, ℓ], and likewise adjusting the values of the bi. This leaves the value f1 = e1 + e3

unchanged, with f2 = e′2 − aje1 + (1 − aj)e3 = e′2 + e3 − ajf1. Thus, by also replacing f2 by

f ′
2 = f2 + ajf1 = e′2 + e3, and defining π using the basis (f1, e

′
2, e3) rather than (f1, e2, e3), we

can w.l.o.g. assume that

f2 = e2 + e3

with ai = 0 for exactly p − 2 values of i ∈ [1, ℓ], say w.l.o.g. ai = 0 for i ∈ [1, p − 2]. Then we

can rewrite (18)–(22) as follows:

S′
1 = f

[p−1]
1 ,(24)

S′
2 = f

[p−2]
2 ·

∏•

i∈[p−1,ℓ]
(aif1 + f2 − aie3),(25)

S′
3 =

∏•

i∈[1,v]
(bif1 + xif2 + (1− bi − xi)e3),(26)

S′
4 = (−e3)

[p−k−1], and(27)

S′
5 = −

 ℓ∑
i=p−1

ai +

v∑
i=1

bi − 1

 f1 −

(
ℓ+

v∑
i=1

xi

)
f2(28)

+

ℓ+
v∑

i=1

xi +
ℓ∑

i=p−1

ai +
v∑

i=1

bi − 2k

 e3 = −

 ℓ∑
i=p−1

ai +
v∑

i=1

bi − 1

 f1 + f2,

where ai ∈ [1, p− 1] for all i ∈ [p− 1, ℓ], with the final equality in (28) since π(S′
5) = f2.

Since f1 = e1+ e3 and f2 = e2+ e3 with (e1, e2, e3) a basis for G′, it follows that (f1, f2, e3) is

a basis for G′. Thus f3 = af1 + bf2 + ce3 for some a, b ∈ [0, p− 1] and c ∈ [1, p− 1], with c ̸= 0

since (f1, f2, f3) is also a basis for G′. Letting c−1 ∈ [1, p− 1] be the multiplicative inverse of c

modulo p, we have

e3 = (−c−1a)f1 + (−c−1b)f2 + (c−1)f3.

In view of (16) and (23), all terms of S′
3 · S′

4 must have their f3-coefficient, when written using

the basis (f1, f2, f3), equal to 1. Likewise, all ℓ− (p− 2) ≥ 2 terms x of S′
2 with π(x) ̸= f2 must

also have their f3-coefficient, when written using the basis (f1, f2, f3), equal to 1. As a result,

substituting the value e3 = (−c−1a)f1+(−c−1b)f2+(c−1)f3 into (25) yields −aic
−1 ≡ 1 mod p

for all i ∈ [p − 1, ℓ], while substituting into (27) yields (in view of k ≤ p − 2) that −c−1 ≡ 1

mod p. It follows that

c = −1 and ai = 1 for all i ∈ [p− 1, ℓ].
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Recalling that ai = 0 for i ∈ [1, p− 2], we conclude that S has the form

(29) S = e
[p−1]
1 · e[p−2]

2 · (e1 + e2)
[ℓ−p+2] ·

∏•

i∈[1,v]
(bie1 + xie2),

where ℓ ≥ p and xi ∈ [2, p− 1] for all i ∈ [1, v].

By Lemma 3.2 part (b) and k ̸≡ 0 mod p, S has a minimal zero-sum subsequence of length

2p − 1, say T . Note that |S ·
(
e
[p−1]
1 · e[p−2]

2

)[−1]| = k + 1 ≤ p − 1. Thus, in view of (29), ℓ ≥ p

and v ≥ 1, we see that e1 is the only term of S with multiplicity p− 1, while there are at most

v = |S| − (p− 1)− ℓ ≤ |S| − 2p+ 1 = k − 1 ≤ p− 2 terms of S neither equal to e1 nor from the

coset ⟨e1⟩ + e2. As a result, Theorem 2.4 implies that this zero-sum subsequence T must have

the form

T = e
[p−1]
1 · e[α]2 · (e1 + e2)

[β],

where α ∈ [0, p−2] and α+β = p. But then 0 = σ(T ) = (β−1)e1, which implies that β = 1 and

α = p− 1, contradicting that ve2(S) = p− 2 (in view of (29)), which completes the proof. □

We can now prove our main result.

Proof of Theorem 1.4. Since k ̸≡ 0 mod p, Lemma 3.2(b) implies that S contains a minimal

zero-sum subsequence of length D(G) = 2p− 1, say T . By Theorem 2.4, there is a basis (e1, e2)

for G such that T = e
[p−1]
1 ·

∏•
i∈[1,p](aie1+e2), for some ai ∈ [1, p] with

p∑
i=1

ai ≡ 1 mod p, ensuring

that S satisfies the hypotheses of Lemma 3.5. Note, there can be at most p − 1 = D(Cp) − 1

terms from ⟨e1⟩ in S, else S contain a nonempty zero-sum subsequence with length at most

p ≤ 2p − 1 − k, contrary to hypothesis. Lemma 3.5 now implies that there is some term

e′2 := ae1 + e2, where a ∈ [1, p], having multiplicity p− 1 in S. Since (e1, e2) is a basis for G, so

too is (e1, e
′
2), with S = e

[p−1]
1 · e′2

[p−1] · T ′ for some subsequence T ′ of S, allowing us to apply

Lemma 3.3 to yield the desired structure for S. □
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